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Abstract

We address the problem of high-accuracy estimation of the Fried parameter ry by comparing two approaches based on estimation
of statistical properties of intensity-based wavefront measurements with parameter-fitting to the theoretically predicted values. In
the first approach, the phase of the aberration-degraded field is restored from the measurements to obtain the statistical estimate
for the structure function. Due to the iterative nature of the most phase retrieval methods, this approach requires significant
computational time and thus cannot provide results in real time. In the second approach, the structure function of the sub-aperture
wavefront slopes is directly calculated and related to the turbulence parameters in real time. We describe the equations used to
obtain the estimate of the Fried parameter by both methods and check their accuracy with numerical simulations.

Keywords
wavefront aberrations, imaging through turbulence, Fried parameter, turbulence statistics

Acknowledgements

The research is carried out at ITMO University (grant 074-11-2018-004) under the financial support of the Ministry of Science
and Higher Education of the Russian Federation.

The authors are very grateful to F. Inochkin for his assistance in preparing the manuscript for publication.

YAK 535.3, 535.4 doi: 10.17586/2226-1494-2019-19-6-959-965

CPABHUTEJIbHBIN AHAJIN3 METOJOB OLIEHKHU ITAPAMETPA ®PUJIA

0.A. Coaosbes™?, I.B. Bioun™P, B.B. Be33youx”
2 Nenvdrekuii YauBepeutet Texnonoruid, lenpdt, 2628 CD, Hunepiau s
b Vaugepcurer UTMO, Cauxr-Tletep6ypr, 197101, Poccuiickas denepartus
Anpec nist nepencku: bezzubik@mail.ru
Wudopmarnus o cratse
Tocrynuna B penakuuto 19.08.19, npunsra k neyaru 25.09.19
SI3bIK CTaThH — aHIIMHCKUIA

Ccebliaka s nutuposanusi: ConosseB O.A., Bnosun I'.B., be33youk B.B. CpaBHUTENbHBIH aHAIU3 METOAOB OLICHKM Hapa-
Merpa Opuna // HaydyHO-TeXHUUECKHH BECTHUK MH(OPMAIIMOHHBIX TEXHOJIOTHM, MexaHuku U ontuku. 2019. T. 19. Ne 6. C. 959-965.
doi: 10.17586/2226-1494-2019-19-6-959-965

AHHOTAIUS

[poBeneHo cpaBHEHHeE JBYX IOAXOMOB K MpobiieMe OlIeHKH BeTMYMHbI apaMerpa Opuaa rp, OCHOBaHHBIX Ha MapaMeTPUIeCKOi
aMMPOKCUMALIUH TEOPETHUYCCKUX CTaTHCTHUECKUX CBOMCTB MapaMeTpOB BOJHOBOTO (PpOHTA 3HAUCHHUAMU, NOTYYEHHBIMH U3
JIaTYMKa BOIHOBOTO (poHTA. B mepBoM moaxoze cTpykTypHast GyHKIHS (a3bl BBIMUCISAECTCS HA OCHOBE BOCCTAHOBICHHOT'O HCKa-
JKEHHOTO BOJTHOBOTO (poHTa. Tak Kak OOJBIIMHCTBO METOOB BOCCTAHOBICHHS (Pa3bl HCIIONB3YIOT UTEPAIIIOHHBIC aJTOPUTMEI,
JTAHHBIN MOJXOJ TPEOYET 3HAUNTEIBHBIX BEIYMCIUTEIIBHBIX 3aTPaT, YTO MPUBOJHUT K HEBO3ZMOKHOCTH IOJTYYCHHS PE3yIIbTaTOB B
pexuMe pealtbHOTO BpeMeHd. Bo BTopom momxojie cTpyKTypHas (DYHKIIHS BEIYUCISIETCS HETTOCPEACTBECHHO HA OCHOBE 3HAUCHUI
JIOKaJIbHBIX HAKJIOHOB BOJTHOBOTO (DPOHTA, YTO MO3BOJISICT IIPOU3BOIUTE OLICHKY BEIMUYUHEI /) B PEIKUME PEaTbHOTO BPEMCHHU.
B pabote nmony4eHsl BbIpakeHUs Ui pacueTa napamerpa Opuaa ro Uist AByX pacCCMOTPEHHBIX TOAXO/I0B, @ TAKXKe MPOBEICH
CPAaBHUTENbHBIIM aHAINU3 MTOJIyUYEHHBIX PE3YIbTaTOB.

KiroueBble ciioBa
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Introduction

The Fried parameter [1], o, is a scaling coefficient describing the statistical properties of the wavefront
degraded by turbulence described by the Kolmogorov’s model. It is widely used in the adaptive optics and the
turbulence strength is conveniently expressed as the ratio of the telescope diameter D to the Fried parameter.

The quality of the image correction should be estimated against measured turbulence strength. Moreover,
the parameters of the image restoration algorithm can be dynamically adjusted to match the optimal values for the
momentary level of the turbulence. For this purpose, a hardware/software device for measuring of ry is required.

In literature, several methods of 7 estimation are described. Most of them estimate the turbulence parameters
through calculation of some statistical properties of the registered intensity values, like measured or calculated long-
exposure point spread function (PSF) [2], or of the restored wavefront, e.g. covariance of the estimated Zernike
coefficients [3], structure functions of the phase differences [4], structure function of the sub-aperture wavefront
slopes [5, 6], or even from the control signals of a deformable mirror working in a closed loop [7]. The majority
of them were used in off-/ine mode, that is, with turbulence parameters estimated and analyzed in a later time. In
spite of that, they are based on direct, non-iterative calculations. They can be implemented as on-/ine methods with
current advances in the computational speed and introduction of parallel computations based on GPU [8-10], and
the measurements of rg could be provided in parallel with the wavefront measurements with a rate higher than speed
of change of the turbulence parameters.

Lately, new algorithms have appeared, able to retrieve the phase either from the PSF or blurred image [11—
13] with increased accuracy, or from the Shack-Hartmann wavefront measurements with an accuracy higher that is
achievable with standard slopes-integration methods [14, 15]. This phase can be used for direct estimation of the
wavefront statistics. Although the phase retrieval methods are iteration-based and thus are inherently slower than
the mentioned above non-iterative methods, they can be used only off-line. However, due to a higher resolution
and accuracy of the restored phase, they might be more accurate than the on-line methods.

The goal of this work is to compare the accuracy of r( estimation with on-line and off-line methods and
select the best candidate to be implemented in the hardware.

Methods of estimation of rg

All methods of r( estimation are based on the calculation of some statistical functions from the intensity
measurements. According to the classification described above, we have chosen one method using direct, non-
iterative calculations based on the raw sensor data as representative of the on-line method (we have used the
method of Silbaugh et al. [6]), and compared it with the results of direct calculation of the structure parameters
on a restored phase, as would be restored by some of the off-line methods. Of course, the quality of the retrieved
phase does depend on the chosen algorithm. For the sake of simplicity, we assumed here that both methods provide
ideal noise-free measurements.

The method of r( estimation for both approaches are described below.

Off-line mode. In the off-line mode, the phase retrieved from the raw camera data is used for estimation of
the statistical phase structure function.

In our simulations we have used the definition of the phase structure function according to [16] as variance
of the phase differences:

Dy(& p) = 10(8) - (& + p)P* ),

where angle brackets denote the ensemble average.

For phase being stationary in wide-sense, the value of the structure function should not depend on the point
& of measurements. It gives the possibility (see [17] for details) to relate the phase structure function to the phase
autocorrelation function I'y(p) as:

Dy(p) = 2I'4(0) = 2T'o(p). (M

By definition, the autocorrelation function involves integration over all domain of the phase, while in practice
the data are available only in its “windowed” form. It prevents from using formula (1) directly, and it should be
modified as follows.

Let phase data be available in some region 4, with its characteristic function P4(&), so one has only part y
of the phase screen o:

V(&) = ¢(PA®).

Then, if ¢ is stationary, the values of its structure function D, should be equal for all point § € 4 such that
€ + p € 4, and thus the integral over all these points should be equal to Dy(p)S,, where S;, is the area of the area 4:

Do, =, D& P =(],_, 10 0@+ pPde)=(],_, 0@ + o0&+ p)? 200+ piis) )

&eAd
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As condition § € A4, is equivalent to P4(§)P4(§ + p) = 1, one can rewrite the last integral via cross-correlation
functions Eq. (3):

I(wz(é)PA(é +9p) VP E+ PPAG)OE + p)dE=Ty2,p,(p) + T pyy2(p) —20y(p), 3)

where I’/ ; denotes the cross-correlation of f'and g.
Noting that S,=I'p ,(p), the phase structure function can be expressed as:

FWZ,PA(P) + FPA,WZ(P) - 2r\v(p)
FPA(p) ’
where all cross-correlations involve only functions with a finite support, and thus can be easily calculated using

(discrete) Fourier transform.
Knowing the theoretical formula for the phase structure function for the Kolmogorov spectrum:

Dy(p) = < “)

5/3
Dy(p) = 6.68 (X)

and having computed the numerical phase structure function applying Eq. (4), one can use one parameter fitting
to estimate ry.

On-line mode. In on-line mode, the Fried parameter is estimated from the slope structure function, using
method of reference [6]. Here, the same formula (4) of the structure function calculation can be used with the phase
values replaced by the averaged over sub-apertures gradients of the phase. It decreases the amount of calculations
dramatically, so they can be performed for every N frame, say, in parallel with the measurements.

The Fried parameter can be again evaluated from the parameter fitting of the ensemble averaged slope
structure function to the theoretical value given by [6]:

B2, o
j dquzw(z)tri(u)
0
x {[2|Ax;s + Axdz),u + Ays + Ay,(z)|ﬁ’2
—|Axs + Ax(z) — Lu + Ay + Apdz) P2
—|Axg + Axdz) + Lu + Ayg + Aydz)[P2]

=20, — [LulP2)}, ©)

¢ d
DS (Ax57 AJ’s’ Axl‘a Ayf) = 'Yﬁd>2 -

1o

where d'is a spatial separation between slopes measurements, 3 and yp are the turbulence power law constants, tri(u)
is a triangle function, w(z) is a relative weight of turbulence layer at distance z, and Ax;, Ays, Ax(z), and Ay,(z) are
normalized spatial and temporal separation of the slopes:

Axg=(x —x")/d,
Ays=(—y")d,
Ax(z) = vd2)(1 — 1")/d,
Ayfz) = v (2)(t—1')/d,

with v = (v,, v,) being the wind speed.

In practice, to speed up the calculation even further, the slope structure function is calculated only in one
spatial direction for the measurement taken at the same time, so:

a) equation (5) is reduced to a simpler integral:

B2
Ds(Ax,, Ay, 0,0) = yﬁcﬂ(i) Jdu]dzw(2)trica)
ro 0

X [2|Axgu + AP

— |Axg — Lu+ Ayy|P2
—|Axs + Lu + AyP2]
= 20,uP2 — [LuF2)},

which can be evaluated numerically for the given parameter and stored for further use;
b) makes it possible to calculate the slope function directly by definition, without using Fourier transform.
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Numerical experiments

For the numerical experiments, simulated turbulent phase screens were used. To exclude the dependence of
the results on the phase screen simulation quality, two series of numerical experiments, with different turbulence
simulators, were performed.

In the first numerical series, 500 random phase screens of Kolmogorov statistics were simulated by method
of [18] realized by the authors in MATLAB for 25 different values of D/rg = 25/i,i=1,...,25; that is 20 realizations for
each fixed of 7y (we refer to the set of screens corresponding to one fixed set of parameters as experiment). The size of
each screen was either a) 128 x 128 pixels or b) 1024 x 1024 to simulate a low- and high-resolution retrieved phase.
This approach is in fact dimensionless (only ratio D/rg is known); it generates mutually uncorrelated phase screens.

In the second series, the phase screens generated by OOMAO toolbox [19] were used. In this series, the
resolution was set to 172 x 172 pixels, D was set to Im, and o was set to a) 1,...,10 cm, and b) 15, 30, 45, 60, 75
cm, with 100 frames in each experiment.

OOMAO simulates phase resulted from a wind-driven turbulence layer, which corresponds to the expected
situation in practical measurements. To obtain less correlated phase screens, the wind speed was set to 100 m/s,
which corresponded to 6.66 m/frame with simulated frame rate of 15 fps. In practice, one would need either to
estimate the wind speed and include in calculations also temporal separations between slopes using the complete
formula given by equation (5), or increase the time delay between the frames used for the turbulence estimation.

In both series, the procedure was as follows: for each of the turbulent screens, the structure function was
calculated according to formula (4), and the result was averaged over experiment.

In addition, the subaperture slopes were calculated by averaging the phase gradient values, and the slope
structure function was calculated for every slope measurement simulation with later averaging over experiment.

Phase structure functions and slope structure function were plotted for each of the experiments and compared
with the theoretical plots.

Finally, the Fried parameter was estimated by parameter fitting of the obtained structure functions or their
cross-sections in x— and y— directions to the theoretical curve, and the values estimated by both methods were
compared with the values used for phase screen simulations (ground truth).

Results and discussion

Fig. 1 shows phase structure functions obtained from the first series for two different resolutions. Fig. 2
shows x- and y- cross-sections of plots of Fig. 1 in log-log plot, against a straight line of 5/3 slope.

Fig. 1. Phase structure functions Dg(p) obtained for the phase screens of resolution 128 x 128 (a) and 1024 x 1024 pixels
(b), shown in normalized color scales for ro = D/25, 2D/25,...D, left to right, top to bottom. The structure function is shown
for non-negative components x, y of p = (x, y)

One can note that the plots of Fig. 1 are not isotropic for lower resolution and that the slopes of the cross-
sections of Fig. 2 obey the 5/3 rule in the middle part only. Both facts can be attributed to: a) errors of the simulation
algorithms and b) non-uniform averaging, as can be seen from Eq. (2): for a smaller separations p, one can obtain
larger ensemble of squared phase differences to average.

Structure functions calculated for the second series (see Fig. 3) demonstrated more isotropic character.

Fig. 4 shows the results of r( estimation for series 1 and 2 with on-line and off-line methods. Quite
unexpectedly, the estimation obtained with off-line methods is less accurate for series 1, and is better estimated
by slope structure function. It can be explained as follows: due to the calculation via averaged over sub-aperture
wavefront gradients, the on-line methods use implicitly additional data smoothing and provide a more robust result.
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2b (bottom). In all plots, horizontal axis is the number of experiment in the series, vertical axis is 7y value converted to image
pixels. The dotted line shows the ground truth
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the ease of implementation and in the calculation complexity.

12.

13.

Results obtained with the series 2 demonstrate excellent o restoration with the offline methods, while the
on-line methods show some fixed scaling error. The latter can be attributed to the remaining correlation between
the phase screens.

Conclusion

We have implemented and tested two methods of the Fried parameter r( estimation in numerical simulations.
While the slow off-line methods, based on wavefront reconstruction, provide a more accurate results, these methods
require more uncorrelated measurements and have higher computational complexity. For practical real-time
application the estimate of 7 is used as a tuning parameter for image improving algorithms, therefore, the method
based on the real-time calculation of structure function of the wavefront derivatives have clear advantage both in
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