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Abstract. Humans are considered to reason and act rationally and that is believed to be their fundamental difference from the
rest of the living entities. Furthermore, modern approaches in the science of psychology underline that humans as a thinking
creatures are also sentimental and emotional organisms. There are fifteen universal extended emotions plus neutral emotion:
hot anger, cold anger, panic, fear, anxiety, despair, sadness, elation, happiness, interest, boredom, shame, pride, disgust,
contempt and neutral position. The scope of the current research is to understand the emotional state of a human being by
capturing the speech utterances that one uses during a common conversation. It is proved that having enough acoustic
evidence available the emotional state of a person can be classified by a set of majority voting classifiers. The proposed set of
classifiers is based on three main classifiers: kNN, C4.5 and SVM RBF Kernel. This set achieves better performance than
each basic classifier taken separately. It is compared with two other sets of classifiers: one-against-all (OAA) multiclass SVM
with Hybrid kernels and the set of classifiers which consists of the following two basic classifiers: C5.0 and Neural Network.
The proposed variant achieves better performance than the other two sets of classifiers. The paper deals with emotion
classification by a set of majority voting classifiers that combines three certain types of basic classifiers with low
computational complexity. The basic classifiers stem from different theoretical background in order to avoid bias and
redundancy which gives the proposed set of classifiers the ability to generalize in the emotion domain space.
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AnHoTanms. Jltony 1efcTBYIOT palioHaIBEHO, U 9TO UX (yHIaMEHTAIbHOE OTJIMYKE OT IPYTUX BHIOB XU3HU. Kpome Toro, B
COBPEMEHHOH ICHXOJIOTHH TTOAYEPKUBAETCS, UTO JIIOAU KaK PasyMHbIE CO3AHUS OTIMYAIOTCS YyBcTBaMu U aMouusmu. Cy-
IECTBYET MATHAALATH BUJIOB YHUBEPCAIBHBIX IINTEIBHBIX SMOLMI, IUIIOC HEHTPAIbHOE SMOLMOHAIBEHOE COCTOSHUE, TAKUE
Kak THEB, 3JI0CTh, IAHHKA, CTPaX, TPEBOra, OTYasHUE, ITPYCTh, BOCTOPT, PaioCTh, HHTEPEC, CKyKa, CThII, TOPAOCTh, OTBpAIle-
HHE, IPE3PeHUE U HETpaIbHOE OTHOIICHHE. B TaHHOM HCCIIEI0BaHHN PACCMATPUBACTCS TTOHMMAaHHE SMOLMOHAIIBHOTO CO-
CTOSTHHSI YeJIOBEKa I10 aHAJIM3y pedd B mpouecce obmenuns. Jloka3aHo, 9TO Ha OCHOBE JJOCTATOUYHOTO 00beMa aKyCTUUECKHX
JAHHBIX HMOIMOHAIBEHOE COCTOSHHE YeIOBEKa MOXET OBITh KJIACCH(HIIMPOBAHO HAOOPOM Ma)KOPHTAPHBIX KIACCH(HKATO-
poB. IlpemnoxeHHblli HaboOp KJIACCU(PHUKATOPOB MOCTPOEH Ha OCHOBE Tpex 0a3oBeIX kiaccupukaropoB: kNN, C4.5 u
SVMRBFKernel. Otor Habop obecrieynBaet Jaydiryo o0paboTKy KiaccH(UKALMHA SYMOLUH, YeM KaXabli 13 6a30BBIX Kiac-
cuduKaTopoB B oTAeIbHOCTU. OH CpaBHUBAETCS C ABYMs ApyTHMH HaOOpaMH Ki1acCH(PUKAaTOpoB: onuH-IpoTuB-Bcex (OAA)
MYJIBTHKIAcCOBBIH SVM ¢ rTHOpUIHBIMY SIAPaMU U ¢ HAOOPOM KJIaCCH(PHUKATOPOB, COCTOSIINM U3 ABYX 0a30BbIX KJIacCU(UKa-
topoB C5.0, u HeliponHas cets (NeuralNetwork). IIpemnoskeHHBII BapHaHT JOCTHUTACT JIyUIIETo Pe3yibTara, YeM JBa APYTUX
Habopa kinaccupukaTopoB. B HacTosmIeH cTaThe OCyNIecTBIACTCS KIacCH()UKAIMA SMOLIUA HA0OPOM MasKOPUTAPHBIX KJIAc-
cu(UKaToOpOB, KOTOPHIH COCTOUT M3 TPEX ONPENENEHHBIX 0a30BBIX KIACCH(HUKATOPOB, MMEIONIMX HU3KYIO BEUHCIUTEIBHYIO
CJIOKHOCTB. ba3oBble KiaccuukaTopbl 6a3upyIOTCs HA pa3IHIHBIX TEOPETUUSCKHUX JAHHBIX C EJIBI0 N30eTraHus OTKIOHEHHI
U W30BITOYHOCTH, YTO JAET MPEUIOKEHHOMY Habopy KiIacCH()UKATOPOB BO3MOXKHOCTh OOOOIIMTHCS B MPOCTPAHCTBO OIpe-
JIeJICHUI MO,

KuroueBble ¢Jji0Ba: pacro3HaBaHKUE SMOIUI B PeUH, pacyeT SMOLUiA, MAIMHHOE 00y4YeHHE

BaarogapaocTu. VccienoBanus NpoBOIWIMCH IPH (PUHAHCOBOW nojiepkke MuHucTepcTBa 00pa3oBaHus U Hayku Poccuii-
ckoii Menepanuu B pamkax CoriarieHns o npepocrapieHnu cyocuauu Ne14.575.21.0058.

Introduction

Humans are considered to reason and act rationally and that is believed to be their fundamental factor that
differentiates them from the rest of living entities. Although, modern approaches in the science of psychology
underline that human except of thinking creatures are also sentimental and emotional organisms. The field of
psychology that studies this aspect of human nature is Emotion Intelligence [1]. Emotion is a subjective,
conscious experience characterized primarily by psycho physiological expressions, biological reactions and
mental states. It is often associated and considered reciprocally influential with mood, temperament, personality,
disposition and motivation [2]. Emotion is often the driving force behind motivation, positive or negative [3].
There are fifteen universal extended emotions plus neutral emotion, that is: hot anger, cold anger, panic, fear,
anxiety, despair, sadness, elation, happiness, interest, boredom, shame, pride, disgust, contempt and neutral [4].

Hay4HOo-TexHNYeCcKnii BECTHUK MHCpOPMALMOHHBIX TEXHOMOTMIN, MEXAHUKM U OMTUKA 137
Scientific and Technical Journal of Information Technologies, Mechanics and Optics
2014, Ne 6 (94)



EXTENDED SPEECH EMOTION RECOGNITION AND PREDICTION

The experience of emotion is referenced as affect and it is a key part of the process of an organism’s
interaction with stimuli [5]. Affect also refers to affect display [6], which is the facial, speech or gestural
behavior that serves as an indicator of affect. Affective computing is the study and development of systems and
devices that can recognize, interpret, process and simulate human affects. It is an interdisciplinary field spanning
from informatics, psychology and cognitive science [7]. One field of informatics that could be used in order to
classify affects and exploit their fundamental emotional state is machine learning. Thus we expand the wide area
of the affective computing with this of machine learning algorithms and classification models [8].

In the current paper the problem of speech emotion recognition will be treated as an ensemble
classification and prediction issue. First, a number of base classifiers are going to be used for speech emotion
classification. Then an ensemble majority voting classifier will expand the dynamics of the base classifiers in
order to create a concrete classification model. The proposed model is evaluated with other state-of-the-art
models and it is proven that it achieves higher classification scores over the other models.

The paper is organized as follows. In Section “Related Work”, the related work of the state-of-the-art speech
classification models is presented. In Section “Data Model”, the data model which is used in the current study is
described. In Section “Ensemble Classification”, it is described how an ensemble classifier is built from a set of base
classifiers. In Section “Emotion Prediction”, it is presented how speech emotion can be predicted. In Section
“Performance Evaluation”, the evaluation of the proposed model with the other state-of-the-art models is performed.
In Section “Discussion and Conclusion”, a discussion is done in order to explain the effect of the proposed
classification model. The paper concludes with Section “References”, where future work and trends are outlined.

Related Work

A vast amount of work has been done in the area of speech emotion recognition. Among all we can
distinguish [9] where an automatic feature selector which combined the random forest RF2TREE ensemble
algorithm and the simple decision tree C4.5 algorithm is developed. In [10] a Hidden Markov Model (HMM) is
proposed for joint speech and emotion recognition in order to include multiple versions of each emotion. Then
emotion classification was performed using ensemble majority voting between emotion labels. The authors in
[11] demonstrate commonly used & Nearest Neighbors (KNN) classifier for segment-based speech emotion
recognition and classification. In [12] frame-wise emotion classification is used based on vector quantization
techniques. Within this scheme in order to classify an input utterance an emotion was classified using an
ensemble majority voting scheme between frame-level emotion labels. The authors in [13] used Fuzzy Logic
classification in order to combine categorical and primitives-based speech emotion recognition.

The authors in [14] implemented a real-time system for discriminating between neutral and angry speech
which used Gaussian Mixture Models (GMMs) for Mel-Frequency CepstralCoefficients (MFCC) features in
combination with a prosody-based classifier. In [15] it is demonstrated that emotion can be better differentiated
by specific phonemes than others using phoneme-specific GMM. The authors in [16] investigate combination of
features at different levels of granularity by integrating GMM log-likelihood score with commonly-used
suprasegmental prosody-based emotion classifiers. In [17] GMMs are applied to emotion recognition using a
combined feature set which was obtained by concatenating MFCC and prosodic features.

The authors in [18] demonstrated Support Vector Machine (SVM) classification with manifold learning
methods using covariance matrices of prosodic and spectral measures evaluated over the entire utterance. In [19]
an SVM Multiple Kernel Learning (MKL) is proposed, where the decision rule is a weighted linear combination
of multiple single kernel function outputs. The authors in [20] introduce SVM classification with Radial Basis
Function (RBF) kernels and MFCC statistics over phoneme type classes in the utterance. In [21] the authors use
an ensemble mixture model of base SVM classifiers where the outputs of the classifiers are normalized and
combined using a thresholding fusion function in order to classify the speech emotion. The authors in [22] use an
ensemble mixture model of which combines C5.0 and Neural Network (NN) base classifiers in order to achieve
speech emotion classification.

Finally, in [23] the authors use an ensemble majority voting classifier which combines kNN, C4.5 and
SVM Polynomial Kernel. The results were apparently better than the previous approaches. However, the
emotions classified were limited to the six basic emotions with regards to the Ekman’s emotion taxonomy [24].
In this paper we propose a model which is designed to extend the classification to sixteen emotions. The
proposed model is compared with the model in [21] and the model in [22], given the same speech emotion
database [25]. The results show that the proposed model achieves better performance than those models.

Data Model

HUMAINE [25] database is used in order to perform emotion classification from speech utterances. The
speech utterances ranged from positive to negative emotions. We used fifteen universal extended emotions plus
neutral emotion, that is: hot anger, cold anger, panic, fear, anxiety, despair, sadness, elation, happiness, interest,
boredom, shame, pride, disgust, contempt and neutral. A set of acoustic parameters which are related to the
aforementioned emotional [4] are employed.
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The acoustic parameters are:
—FO:
Perturbation,
Mean,
Range,
Variability,
Contour,
Shift Regularity.
— Formants:
7. F1 Mean,
8. F2 Mean,
9. F1 Bandwidth,
10. Formant Precision.
— Intensity:
11. Mean,
12.Range,
13. Variability.
— Spectral Parameters:
14. Frequency range,
15. High-frequency energy,
16. Spectral noise.
— Duration:
17. Speech rate,
18. Transition time.
We perform z-transformation [26] to these eighteen acoustic parameters and we feed them to the base
classifiers, as it is discussed in the next section.

AN e

Ensemble Classification

The proposed model is based on ensemble classification majority voting scheme over certain types of
base classifiers which are of low computational complexity [27]. Three base classifiers are used from different
theoretical background in order to avoid bias and redundancy [8].

The three base classifiers are:

1. ANN, which is a nonparametric classifier,
2. C4.5, which is a nonmetric classifier, and
3.  SVM with RBF Kernel, which is a linear discriminant function classifier.

Predicted Emotion

El E2 E3 E4 | E5 | E6 | E7 | E8 | E9 |EIO0 |EIl |EI12 |E13|El4|E15|El6

El | 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 0 0.9 0 0 0 0 0 0 0 0 0 0 0 0 |01 0
E3 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0
E4 0 0 0 0.9 0 0 0 01| O 0 0 0 0 0 0 0
ES 0 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0

£ | E6 0 0 0 0 0 [08]| O 0 [02]| 0 0 0 0 0 0 0
€| E7 0 0 0 0 0 0 |10 O 0 0 0 0 0 0 0 0
5 E8 0 0 0 0 0 0 0 09| O 0 0 0 01| O 0 0
= | E9 0 0 0 0 0 0 0 0 [10]| O 0 0 0 0 0 0
g E10 | O 0 0 0 0 0 0 0 0 [08(02]| 0 0 0 0 0
< | Ell| 0O 0 0 0 0 0 0 0 0 0 |10 O 0 0 0 0
E12 | 0 0 0 0 0 0 0 01| O 0 0 09| O 0 0 0
E13| 0 0 0 0 0 0 0 0 0 0 0 0 [1.0]| O 0 0
El4 | 0 0 0 0 0 0 0 0 0 0 0 0 0 [10]| O 0
EI15| 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |1.0]| O
El6 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1.0

Table 1. Confusion matrix of kNN for Emotion Class Accuracy e;. Prediction Accuracy p = 0.95

Classification problem

A number of observation pairs (x;,y;) i = 1, ...,n where x € X € RP and y € Y = {hot anger, cold anger, panic,
fear, anxiety, despair, sadness, elation, happiness, interest, boredom, shame, pride, disgust, contempt, neutral} is
observed. Xis known as the predictor space (or attributes) and Y is the response space (or class). In this case the
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number of attributes is eighteen like the number of the acoustic parameters. The objective is to use these
observations in order to estimate the relationship between Xand Y, thus predict ¥ from X. Usually the
relationship is denoted as a classification rule,

h;(X) = argmax P (y|X, Gj) (Eq. 1)
where, j = 1, ...,3, and P(.,.) is the probability distribution of the observed pairs, 8 is the parameter vector for
each base classifier, and j is the number of the base classifiers. In this case, we have three classification rules,
one for each base classifier.

Predicted Emotion

El E2 | E3 | E4 | E5S | E6 | E7 | E8 | E9 |E10|El1l1 |E12 |E13 | E14 | E15|El6

El 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E3 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0
E4 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0
ES5 0 0 0 0 0.9 0 0 0 0 0 0 0 0 0 |01] O

| E6 0 0 0 0 0 0.8 0 0 0 0 02| 0 0 0 0 0
€| E7 0 0 0 0 0 0 1.0 | O 0 0 0 0 0 0 0 0
5 ES8 0 0 0 0 0 0 0 1.0 O 0 0 0 0 0 0 0
= | E9 0 0 0 0 0 0 0 0 |10 O 0 0 0 0 0 0
g E10 0 0 0 0 0 0 0 0 0 10901 0 0 0 0 0
< | Ell 0 0 0 0 0 0 0 0 0 0 [1.0]| O 0 0 0 0
El12 0 0 0 0 0 0 0 0 0 0 0 [1.0]| O 0 0 0
E13 0 0 0 0 0 0 0 0 |01 O 0 0 09| O 0 0
El4 0 0 0 0 0 0 0 0 0 0 0 0 0 |10 O 0
El15 0 0 0 0 0 0 0 0 |01 O 0 0 0 0 [09] 0
El6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1.0

Table 2. Confusion matrix of C4.5 for Emotion Class Accuracy e,,. Prediction Accuracy p = 0.96

Ensemble majority voting classification

Each of the three base classifiers is an expert in a different region of the predictor space because they treat the
attribute space under different theoretical basis [28]. The three classifiers could be combined in such a way in
order to produce an ensemble majority voting classifier that is superior to any of the individual rules. A popular
way to combine these three base classification rules is to let an ensemble classifier,

C(X) = mode {hy(X), h,(X), h3(X)} (Eq. 2)
to classify X to the class that receives the largest number of classifications (or votes) [29]. In the next section the
three base classifiers and the ensemble classifier are built. It is shown that the ensemble majority voting classifier
achieves better accuracy as it is analyzed in the relative confusion matrices.

Predicted Emotion

El E2 | E3 | E4 | E5S | E6 | E7 | E8 | E9 |E10|El1l1 |E12 |E13 | El14 | E15|El6

El 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 0 0.9 0 0 0 0 0 0 0 0 0 0 0 0 |01] O
E3 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0
E4 0 0 0 0.9 0 0 0 0 0 0 0 0 0 0 |01] O
E5 0 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0

| E6 0 0 0 0 0 0.9 0 0 0 |]01] O 0 0 0 0 0
€| E7 0 0 0 0 0 0 1.0 | O 0 0 0 0 0 0 0 0
5 ES8 0 0.1 0 0 0 0 0 (09| 0 0 0 0 0 0 0 0
= | _E9 0 0 0 0 0 0 0 0 09| 0 [01] O 0 0 0 0
g E10 0 0 0 0 0 0 0O [(01] 0 [09] O 0 0 0 0 0
< | Ell 0 0 0 0 0 0 0 0 0 0 [1.0]| O 0 0 0 0
El12 0 0 0 0 0 0 0 0 0 0 0 [1.0]| O 0 0 0
E13 0 0 0 0 0 0 0 0 0 |]01] O 0 1]09]| O 0 0
El4 0 0 0 0 0 0 0 0 0 0 0 0 0 |10 O 0
El15 0 0 0 0 0 0 0 (01| O 0 0 0 0 0 [09] 0
El6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1.0

Table 3. Confusion matrix of SVM RBF Kernel for Emotion Class Accuracy e,. Prediction Accuracy p = 0.95
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Prediction accuracy
In order to measure the accuracy of the classification, we define the metric of classification accuracy. In the case

of a separate emotional class, we define the emotion class accuracy,
tpp+tng
ey = ——————— Eq. 3
K7 tpettnict oty (Fa.3)
here, k = 1, ..., 16, denotes the number of the emotional classes, and tpy, tny, fpx, fn, denote the emotion class
true positive, true negative, false positive and false negative classified utterances, respectively. In the case of all
emotional classes in average, we define the prediction accuracy,
Theqek

p === (Eq.4)

which denotes the overall accuracy of a classifier given a specific observed number of observation pairs

(x;,v;) i = 1,...,n for the fifteen universal extended emotions plus neutral emotion.
Emotion Prediction

10-fold-cross-validation technique [30] is used, provided by WEKA data mining open source workbench
[31], in order to measure the emotion class accuracy e, and the prediction accuracy p for the proposed
classification scheme. HUMAINE [25] database is used in order to perform emotion classification from the same
speech utterances. Specifically, English language speech information of 48 persons (26 males and 22 females) is
exploited. Every person has expressed speech utterances of the fifteen universal extended emotions plus neutral
emotion, thus the total number of the observed pairs is n = 768. Because of space limitations in visualizing the
results in tabular format a label is assigned to each emotion, that is E1: hot anger, E2: cold anger, E3: panic, E4:
fear, ES: anxiety, E6: despair, E7: sadness, E8: elation, E9: happiness, E10: interest, E11: boredom, E12: shame,
E13: pride, E14: disgust, E15: contempt and E16: neutral.

The confusion matrix [32] is presented in Table 1 for the emotion class accuracy ej and the prediction
accuracy p of the ANN nonparametric classifier. Table 2 presents the confusion matrix for the emotion class
accuracy ey, and the prediction accuracy p of the C4.5 nonmetric classifier. Table 3 presents the confusion matrix
for the emotion class accuracy ey and the prediction accuracy p of the SVM RBF Kernel classifier. The
confusion matrix for the emotion class accuracy e; and the prediction accuracy p of the proposed ensemble
majority voting classifier are presented in Table 4.

Predicted Emotion

El E2 | E3 | E4 | E5S | E6 | E7 | E8 | E9 |E10|El1l1 |E12 |E13 | El14 | E15|El6

El 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E3 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0
E4 0 0 0 0.9 0 0 0 (01| O 0 0 0 0 0 0 0
E5 0 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0

| E6 0 0 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0
€| E7 0 0 0 0 0 0 1.0 | O 0 0 0 0 0 0 0 0
5 ES8 0 0.1 0 0 0 0 0 (09| O 0 0 0 0 0 0 0
= |_E9 0 0 0 0 0 0 0 0 |10 O 0 0 0 0 0 0
*3 E10 0 0 0 0 0 0 0 0 0 10901 0 0 0 0 0
< | Ell 0 0 0 0 0 0 0 0 0 0 |10 O 0 0 0 0
El12 0 0 0 0 0 0 0 (01| O 0 0 09| O 0 0 0
E13 0 0 0 0 0 0 0 0 0 0 0 0 [1.0] O 0 0
El4 0 0 0 0 0 0 0 0 0 0 0 0 0 |10 O 0
El15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 [1.0] O
El6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1.0

Table 4. Confusion matrix of Ensemble Majority Voting Classifier for Emotion Class Accuracy ey,.
Prediction Accuracy p = 0.97

Confusion matrices were obtained from WEKA. Specifically, 10 fold cross validation is used where the
sample is divided into 10 equal length parts. There is no resampling in the classification process. For 10
consecutive repetitions the classifier is trained with 9 parts and tested with the remaining 1 part. During the
repetitions each of the 10 parts is considered only one time for testing. For each repetition classification results
are computed which are summarized to true positives, true negatives, false positives and false negatives. After
the 10 repetitions the classification results are averaged and presented in the confusion matrices. Confusion
matrices have more information than the presented classification schema in (Eq. 2) because expect of the true
positives and true negatives, described in (Eq. 2), they also incorporate the false positives and false negatives as
well. In WEKA, confidence interval for each acoustic parameter value is set to 95 percent.
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Table 5 depicts the overall emotion class accuracy ey for the three base classifiers and the proposed
ensemble majority voting classifier. Table 6 depicts the overall prediction accuracy p for the three base
classifiers and the proposed ensemble majority voting classifier. As it is proved, the emotion class accuracy
erand the prediction accuracy p of the ensemble majority voting classifier is greater than these of the three base
classifiers. In the discussion Section “Discussion and Conclusion” it is explained why these experimental results
are observed.

Performance Evaluation

The proposed model is compared with other two classification models [21] and [22], in literature and it is
proved to achieve better results by means of emotion class accuracy e,and prediction accuracy p, given the same
speech emotion HUMAINE database [25]. The same experimental setup is used as in Section “Emotion
Prediction”. 10-fold-cross-validation technique is used in order to measure the emotion class accuracy e and the
prediction accuracy p for the compared classification schemes. The model in [21] uses a one-against-all (OAA)
multiclass SVM classification scheme with Hybrid kernel functions, which constitutes an ensemble classifier.
The core of OAA for multiclass SVM classifiers, as it is introduced in [33], is that the observed pair (x;, y;) i =
1, ...,n can be classified only if one of the SVM classes accepts the observed pair while all other SVMs reject it
at the same time, thus making a unanimous decision. The model in [22] uses an ensemble classifier which
constitutes of a combination of C5.0 and NN base classifiers. The core of the combined ensemble classifier is
that it classifies an observed pair (x;,v;) i = 1,...,n to the class with the higher probability density function
(PDF) among the two base classifiers.

Emotion Class Accuracy e,

El |E2 | E3 |E4 |E5S|E6 |E7| E8 | E9 | E10 | Ell1 | E12 | E13 | E14 | E15 | E16
KNN 1.0]09/10/09/10]/08]1.0/ 09|10 08]10]09]10]10]1.0]1.0
C4.5 10]10]/10]10/09]/08]1.0] 10100910 10]09]10]09]1.0

SVMRBF| 1.0 |09|10]09]1.0/09|10/09]09]09]1.0[10]09]1.0]09]1.0

Majority | 1.0 |1.0(1.0 [09]1.0]/1.0(1.0/ 09 | 1.0 09 | 1.0 ][ 09 | 1.0 | 1.0 | 1.0 | 1.0

Table 5. Emotion Class Accuracy ey, for the three base classifiers and the proposed Ensemble Majority Voting

Classifier

Classifier
Prediction Accuracy p
. KNN 0.95
e C4.5 0.96
2 | SVMRBF 0.95
o Majority 0.97

Table 6. Prediction Accuracy p for the three base classifiers and the proposed Ensemble Majority Voting Classifier

Predicted Emotion
El E2 | E3 | E4 | ES | E6 | E7 | E8 | E9 |EIO | Ell |EI2 |EI3 |El14 | E15|El6
El 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E2 0 0.9 0 0 0 0 0 0 0 0 0 0 0 0 | 0.1 0
E3 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0 0 0
E4 0 0 0 0.9 0 0 0 0 0 0 0 0 0 0 | 0.1 0
ES 0 0 0 0 1.0 0 0 0 0 0 0 0 0 0 0 0
| E6 0 0 0 0 0 0.9 0 0 0 |0.1 0 0 0 0 0 0
€| E7 0 0 0 0 0 0 [1.0[ 0 ] 0[O0 ][]0 ][O0O]O]|]O]|]O]O
ElB8[oJor[oJo]of[o]ofes[o[o]oJoJo[o]o[o
= |_E9 0 0 0 0 0 0 0 0 09| 0 |0.1 0 0 0 0 0
g E10 0 0 0 0 0 0 0 0.1 0 1]09]| O 0 0 0 0 0
< | Ell 0 0 0 0 0 0 0 0 0 0 09| O 0 0 | 0.1 0
El12 0 0 0 0 0 0 0 0.1 0 0 0 1]09] 0 0 0 0
E13 0 0 0 0 0 0 0 0 0 | 0.1 0 0 [09] O 0 0
El4 0 0 0 0 0 0 0 0 0 0 0 0 0 |10 O 0
El15 0 0 0 0 0 0 0 02| 0 0 0 0 0 0O [08] O
El6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | 1.0
Table 7. Confusion matrix of OAA multiclass SVM classifier with Hybrid kernel functions for Emotion Class
Accuracy ey,. Prediction Accuracy p = 0.93
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Predicted Emotion

El | E2 | B3 | E4 | E5 | E6 | E7 | E8 | E9 |E10|El1 |E12 |E13 |E14 | E15 | El6

El |10 ]| 0 0 0 0 0 olololololo|lo|lo|]ol]o

E2 0 [1.0] o 0 0 0 olololololo|lo|lo|]ol]o

E3 0 0 [10] 0 0 0 olololololo|lo|lo|]ol]o
E4 | 0 0 0 09| 0 0 olololo]lolo|lo]olor]|]o

E5 0 o [o1] o [09] 0 olololololo|lo|lo|]ol]o

S| E6 | 0 0 0 0 o [10] o loflolololo|lo|l]o]|]ol]o
| E7[01 ] 0 0 0 {01 0 [08] 0|0 O0]|]O]O0O]|O0O]O0O]O0]O
5 E8 | 0 0 0| 0 0 0 o [10]o]o]oflo|lo|lo|]ol]o
= E9 | 0 0 0 0 0 0 o lolj1o]lo]o]lo|lo]lo|]ol]o
E|EI0] 0 0 0 0 0 0 o lo]oljoojor]o oo ol]o
</ EIl] 0 0 0 0 0 0 o lojolol1to]lo|lo|]o|ol]o
El2| 0 0 0 0 0 0 0 [o2] 0] o] o]osg8|lo| o] oo
E13| 0 0 0 0 0 0 olololo]o]ol1o]lo]|o]o
El4| 0 0 0 0 0 0 olo]olo]o]olor]loo]o]fo
EI5| 0 0 0 0 0 0 oloforlo]Jolo]o]o]oo]| o
El6 | 0 0 0 0 0 0 olololololo|lo|]o]|o]1o

Table 8. Confusion matrix of Combined C5.0 and NN classifier for Emotion Class Accuracy ey,. Prediction
Accuracy p = 0.94

Table 7 presents the confusion matrix for the emotion class accuracy e, and the prediction accuracy p of
the OAA multiclass SVM with hybrid kernel functions. Table 8 presents the confusion matrix for the emotion
class accuracy ey and the prediction accuracy p of the combined C5.0 and NN classifier. Table 9 depicts the
overall emotion class accuracy e, for these two models and our ensemble majority voting classifier. Table 10
depicts the overall prediction accuracy p for these two models and our ensemble majority voting classifier.

As it is proved the emotion class accuracy e, and the prediction accuracy p of the ensemble majority voting
classifier is greater than these of the other two compared classifiers. In the discussion Section “Discussion and
Conclusion” it is explained why it is observed these experimental results.

Emotion Class Accuracy e,

El | E2 | E3 |E4 |E5 |E6 |E7 | E8 | E9 |El10 | Ell | E12 | E13 | E14 | E15 | El6
SVM 1.0/09{1.0(09|10({09]10[09|09|09]|09]|09|09]|10]08]10
Hybrid

C50-NN |10|10][10]09|09]|10]08] 1.0 1.0 091008 |1.0]09]09]|1.0
Majority [1.0/1.0/10 [09]1.0/10/10/09 | 1.0 |09 | 1.0 ] 09 1.0 ][ 1.0 | 1.0 ] 1.0

Classifier

Table 9. Emotion Class Accuracy e, for the two compared classifiers and the proposed Ensemble Majority
Voting Classifier

Discussion and Conclusion

A discussion is performed in order to explain why these experimental results are observed in the two
previous Sections “Emotion Prediction” and ‘“Performance Evaluation”. In Section “Emotion Prediction” it is
proved that the ensemble majority voting classifier achieves better scores than the three base classifiers. This is
explained because each base classifier is biased in a specific domain of the emotion classification problem, thus
the advantages of one classifier might be disadvantages for the other two classifiers and vice versa. The overall
superiority of the ensemble classifier is its ability to combine the redundant information of the base classifiers in
order to create a more sound classification scheme.

Prediction Accuracy p
= SVM Hybrid 0.93
€ | C50-NN 0.94
kS Majorit 0.97
5 Jority

Table 10. Prediction Accuracy p for the two compared classifiers and the proposed Ensemble Majority Voting
Classifier

In Section “Performance Evaluation™ it is also proved that the ensemble majority voting classifier
achieves better scores than the two compared ensemble classifiers. In the case of [21] model this is explained
because the base classifiers are of the same general SVM linear discriminant functions bias. In the case of [22]
model this is explained because the base classifiers where too few (i.e., only two) in order their union not to be
able to generalize to the whole set of pairs (x;,y;) i = 1,...,n. Both [21] and [22] models do not take into

Hay4HOo-TexHNYeCcKnii BECTHUK MHCpOPMALMOHHBIX TEXHOMOTMIN, MEXAHUKM U OMTUKA 143
Scientific and Technical Journal of Information Technologies, Mechanics and Optics
2014, Ne 6 (94)



EXTENDED SPEECH EMOTION RECOGNITION AND PREDICTION

consideration the majority votes, of the whole set of the classifiers (see Eq. 2, Section “Ensemble
Classification”), which is used by the proposed model.

It is proved that the proposed ensemble majority voting classifier achieves better performance in
classifying the fifteen universal extended emotions plus neutral emotion than the three base classifiers and the
other two compared ensemble classifiers. Future work is intended by exploiting other context (i.e., facial
expressions) in order to design multimodal models.
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